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ABSTRACT

Krauklis waves are of major interest because they can lead to resonance effects in fluid-filled fractures. This resonance is marked by seismic signals with a dominant signature frequency, which may reveal fracture-related rock properties. In our laboratory study, we used homogeneous Plexiglas samples containing a single well-defined (i.e., manufactured) fracture. We recorded the signals obtained from propagating ultrasonic P- and S-waves (source frequency: 0.6, 1, and 2.25 MHz) along a sample without a fracture and samples with a fracture with different inclination angles of 30°, 45°, and 60° with respect to the short axis. The experimental results obtained from an incident S-wave confirmed that the presence of the fracture led to resonance effects at frequencies lower than the dominant source frequency, which slowly decayed over time in the recorded seismic coda after the first arrival. The resonance frequency was independent of the fracture orientation and the source frequency. We have interpreted this narrow-banded coda signal as a resonance in the fracture, and the frequency at which this occurred was an intrinsic property of the fracture size and elastic properties. To verify our laboratory results, we used an analytical solution, which provided a relationship between the fracture width, fracture length, resonance frequency, and temporal quality factor (i.e., exponential decay over time). The temporal quality factor obtained from our laboratory data agreed very well with the analytical solution. Hence, we concluded that the observed signature frequency (approximately 0.1 MHz) in the seismic coda was indeed a resonance effect. Finally, we have developed possible applications on the reservoir scale to infer fracture-related properties based on seismic coda analysis.

INTRODUCTION

Fractures in rocks contribute to the permeability of a reservoir (Faoro et al., 2009) and could have a significant influence on the seismic signature of the reflected and transmitted waves on a seismic section. For example, the presence of fractures leads to a general reduction of seismic propagation velocity (Peacock et al., 1994; Saenger and Shapiro, 2002), to seismic reflections and diffractions (Groenenboom and Falk, 2000; Ionov, 2007), or to seismic anisotropy (Sayers and Kachanov, 1995; Maultzsch et al., 2003; Zhong et al., 2014). In addition, the presence of fluids in rocks also modifies the properties of a reservoir, leading to dispersion and frequency-dependent attenuation (Biot, 1962; White, 1975; Bourbie et al., 1987; Carcione, 2001; Quintal et al., 2011). Research on understanding these seismic effects in fluid-filled reservoir rocks is essential for various applications of, for example, CO₂ sequestration, hydrocarbon exploration, or underground nuclear waste disposal.

The Krauklis wave is a unique-guided seismic-wave mode that is bound to and propagates along fluid-filled fractures (Krauklis, 1962). It is highly dispersive with a low-phase velocity at low frequencies in a system of a fluid layer (fracture) bounded by two elastic half-spaces (Ferrazzini and Aki, 1987; Chouet, 1996; Ashour, 2000; Korneev, 2008, 2010; Korneev et al., 2009). Because it primarily propagates within the fluid channel formed by a fracture, the related seismic signals can be used for fracture characterization. When a Krauklis wave is trapped and is propagating inside fluid-filled fractures, it is expected to resonate in the fracture, and hence emit seismic signals with a signature frequency. The resonant behavior should prompt strong frequency dependence for seismic body waves, which should in principle permit the identification of Krauklis wave-related signals in the coda of recorded seismograms (Korneev, 2008). Frehner et al. (2009) and Steeb et al. (2010, 2012) study the effect of rock-internal oscillations and find that these oscillations strongly modify the seismic-wave propagation behavior, in particular for seismic waves with...
frequencies close to the resonance frequency. A resonant behavior in fluid-filled fractures is widely observed in natural systems, such as glaciers, volcanoes, or geothermal reservoirs. However, Krauklis waves are particularly interesting for hydrofracturing and microseismicity applications. When the fluid is overpressured (hydrofracturing: Ferrazzini et al., 1990), fractures may open corresponding to a seismic source inside the fracture, which easily initiate Krauklis waves (Frehner et al., 2010). Hence, Krauklis waves can be significantly useful for monitoring hydrofracturing operations (Ferrazzini et al., 1990; Groenenboom and Falk, 2000; Groenenboom and van Dam, 2000). Lipovsky and Dunham (2015) develop analytical relationships between the fracture geometry (thickness and length) and the seismically observed resonance frequency and temporal quality factor.

Aki et al. (1977) and Chouet (1988, 1996) use resonance behavior to show the potential of volcanic eruption forecasting by recording long-period volcanic tremor signals. They assume that the tremor with quasi-constant frequency is generated by fluid resonance in fractures and magma conduits, which therefore provide information of the state of fluid in the subsurface. Tary and Van der Baan (2012) expect Krauklis waves to be the main cause of the observed resonances during fluid injection operations in an oil and gas reservoir, and Tary et al. (2014) relate the observed resonances during hydraulic fracturing activities to Krauklis waves. They demonstrate that the recorded seismic frequency content provides useful information for understanding the geologic reservoir formation. Recently, Nakagawa et al. (2014) observe Krauklis wave-related effects that result in low velocity and large attenuation of the waves while performing laboratory experiments on an analog fracture at a source frequency less than 1 kHz. Krauklis wave-related effects seem to be quite prevalent in several studies and their characteristics might be one of the keys to reveal properties of fluid-bearing fractured rocks.

Current poroelastic theories such as the Biot (1962) model and squirt-flow model (Mavko and Jizba, 1991; Dvorkin et al., 1995) still cannot fully explain the effects of fractures in porous rocks. Korneev et al. (2009) suggest that Krauklis waves might be an important phenomenon to understand the “observed frequency dependent and nonlinear behavior of fluid reservoirs.” Several theoretical studies have analytically derived the dispersion behavior of Krauklis waves in infinitely long and straight fractures (Ferrazzini and Aki, 1987; Ashour, 2000; Korneev, 2008, 2010, 2011). Frehner and Schmalholz (2010) state that the resonance behavior of Krauklis waves in fractures should be considered and incorporated into existing effective medium theories to obtain a more representative model for fractured rocks. However, purely analytical methods cannot handle realistic fracture geometries or finite-length fractures. Therefore, we conduct laboratory experiments to visualize fracture-related effects on seismic waves propagating through real fractured materials.

The Krauklis wave cannot be detected at a relatively short distance away from the fracture because of the exponential decay of its amplitude in space. However, Frehner and Schmalholz (2010) demonstrate that Krauklis wave-related signals could be detected as converted body waves as a result of scattering at the crack tips and at irregularities of the fracture. The study also shows that the scattering behavior of Krauklis waves depends significantly on the geometry of the crack tip and on the type of fluid in the crack. Moreover, Frehner (2014) uses a 2D finite-element model to demonstrate that the P- and S-waves are capable of initiating Krauklis waves. The fracture-internal oscillatory behavior of Krauklis waves can be converted to body waves and transmitted into the surrounding rock, which allows a detection away from the fractured reservoir at a seismic receiver.

The initiation of Krauklis waves by body waves strongly depends on the incidence angle and incident wave mode (P- or S-wave). Frehner (2014) shows that incident S-waves initiate larger amplitude Krauklis waves than P-waves. As a result, S-waves may carry more information about fractures, such as fracture orientation or fluid content. The following laboratory study focuses mainly on the case of an incident S-wave. The numerical setup of Frehner (2014) provides the guidelines for our laboratory investigation.

**LABORATORY METHODS**

We use the ultrasonic pulse transmission method (Birch, 1960; source at position 1, receiver at position 2 in Figure 1a). The fundamental elements of this method are P- or S-wave transducers at either end of the sample, a pulse generator connected with the source transducer, a digital oscilloscope connected with the receiver transducer, and data acquisition software (Figure 1c). The transducers are made of piezoelectric crystals, which convert the electrical signal into acoustic pulses at one end of the sample and vice versa at the other end. The seismic source signal has a dominant frequency of 0.6, 1, and 2.25 MHz. Figure 1c illustrates the experimental setup for P- and S-wave acquisitions. We screw the P-wave transducers into the Plexiglas sample. We then hang the P-wave sample on the top of two light cotton wires to achieve the smallest contact surface between the sample and the means of suspension, minimizing any possible contact effects. The P- and S-wave transducers have different configurations. The S-wave transducers are larger, and therefore cannot be screwed into the sample. We press the transducers against the sample ends. We then place the S-wave sample and transducers between custom-made pressers with a metal weight to enhance the contact between sample and transducers. Specialized coupling gel further enhances the coupling.

We chose a cylindrical Plexiglas sample (120 mm length and 25 mm diameter) containing a single fracture (Figure 1a) as the ideal material to mimic the simplified numerical setup of Frehner (2014). The sample has to be sufficiently long for identifying different P- or S-wave arrivals in the recorded seismograms. At the same time, the sample cannot be too long to avoid losing too much of the source frequency content due to the relatively high-intrinsic attenuation of Plexiglas. We manufactured a 0.1 mm thick fracture by cutting the sample at a given angle, milling on one side a 0.1 mm deep, 25 × 15 mm elliptical hole, and fusing the two pieces back together with chloroform (Figure 1a and 1b). Chemically fusing the Plexiglas with chloroform results in an isolated fracture, ideally without interfaces around the fracture. Following this procedure, we created samples with fractures at 30°, 45°, and 60° inclination angles. The fracture is filled with air as fluid. Figure 1b shows the segmented micro-CT scan of a sample containing the manufactured fracture, which we used for P-wave experiments. The manufactured fractures (Figure 1b: blue area) for the P- and S-wave experiments are nearly identical.

**RESULTS**

In the laboratory experiments, we primarily focus on S-wave experiments because numerical simulation results (Frehner, 2014) predict that S-wave initiate Krauklis waves much more efficiently
than P-waves. Therefore, we expect that the recorded seismograms in the S-wave experiments carry more information about the fracture properties. However, we first present few experimental results obtained with the P-wave acquisition setup before we focus on the S-wave results. For the same reason, only the case of 45° fracture orientation has been investigated for P-wave, whereas all three scenarios, i.e., 30°, 45°, and 60° fracture orientations have been investigated for the S-wave.

P-wave experiments

Figure 2 shows the receiver spectra for experiments with a dominant P-wave source frequency of 0.6 and 1 MHz, respectively, for the intact sample and fractured samples with a fracture inclination angle of 45° (traces are provided as supplementary figures that can be accessed through the following links: s1.pdf and s2.pdf). For a source frequency of 0.6 MHz (Figure 2a), the peak amplitude of the signal acquired in the intact sample is 27 μV and occurs at 0.6 MHz; for the fractured sample, amplitude peaks at 0.7 MHz with a maximum value of 13 μV. For a source frequency of 1 MHz (Figure 2b), the frequency peak is at 0.7 MHz with an amplitude of 13 μV for the intact sample and at 0.8 MHz with an amplitude of 7 μV for the fractured sample. Furthermore, the frequency peaks for intact (0.7 MHz) and fractured samples (0.8 MHz) are not exactly at the source frequency (1 MHz) due to the intrinsic attenuation of Plexiglas. For both source frequencies, the peak amplitude for the intact sample and fractured samples with a fracture inclination angle of 45° are presented in Figure 2.
fractured sample is about half the magnitude observed for the intact sample, which indicates increased attenuation if the fracture is present. However, the shape of the spectra for the intact and the fractured sample looks similar, indicating that the increased attenuation is almost frequency independent. The slight frequency shift of the peak amplitude is minor and probably not detectable in the case of more realistic rough fracture surfaces, multiple fracture or fracture networks, or added background noise. Therefore, in the case of an incident P-wave, we cannot infer any fracture properties from the acquired data and its spectrum.

**S-wave experiments**

Figure 3 displays the receiver spectra for an S-wave source with 0.6, 1, and 2.25 MHz dominant source frequency, respectively, for the intact sample and for fractured samples with 30°, 45°, and 60° inclination angles. The source frequency spectra are obtained from signals measured in a steel sample (49.08 mm length) at 0.6, 1, and 2.25 MHz, and are presented in gray in Figure 3. Due to our laboratory setup with piezoelectric transducers, the main energy band of the source is always around the central frequency (1 MHz) of the transducer. For a source frequency of 0.6, 1, and 2.25 MHz (Figure 3a–3c), the amplitude peaks at approximately 0.08 MHz for the intact sample but at approximately 0.04 MHz for the three fractured samples. In addition, the peak amplitudes are reduced compared with the intact sample. The spectra for an inclination angle of 30° and 60° follow the same pattern, whereas the spectrum for a fracture with 45° inclination angle generally exhibits lower amplitudes.

Despite some differences, the general pattern of the receiver spectra is similar for all fractured experiments at a given source frequency, but significantly different than the spectra for the intact sample. For all three source frequencies, the shape of the spectra for fractured samples with 30° and 60° inclination angles is almost identical. A fracture-related attenuation can be identified at approximately 0.1 MHz for all three inclination angles. In addition, the receiver spectra for the case of 45° fracture inclination reveal the largest attenuation compared with the cases of 30° and 60° (Figure 3). The frequency of maximum attenuation is independent of the source frequency and fracture orientation, and therefore an intrinsic property of the fracture geometry. These observations give us confidence that there is fracture-related information in the receiver data of S-wave experiments.

The receiver spectra are similar for all source frequencies because of the piezoelectric transducers (Figure 3). As an exemplary case, we focus on results for the dominant source frequency of 1 MHz for further detailed interpretation (Figures 4 and 5) because the seismic effects are best visible at this source frequency. The receiver spectra for the 30°, 45°, and 60° fracture inclination angles (Figure 3b) indicate strong attenuation at 0.1 MHz; hence, the time signals are converted to spectrograms for further investigation. Figure 4 presents the spectrograms of the normalized receiver data for different fracture inclination angles (30°, 45°, and 60°) and for the intact sample. The receiver time signal is normalized by dividing its maximum amplitude before converting it to a spectrogram. After 50 μs, the P-wave first arrival can be identified and after approximately 100 μs the S-wave first arrival follows. The dominant frequency of the P-wave is approximately 1 MHz, but the intensity decreases for the fractured samples (Figure 4b–4d). The dominant frequency of the S-wave arrival is approximately 0.6 and 0.2 MHz for the intact and fractured samples, respectively. However, at 0.6 MHz, the intensity decreases for the fractured samples (Figure 4b–4d), but remains similar at 0.2 MHz. Moreover, after approximately 300 μs, a multiple S-wave reflection can be identified in the intact sample (Figure 4a).

The vertical white dashed line (150 μs) separates the first arrivals (direct P- and S-waves) and the subsequent coda, whereas the latter is the primary focus here. The presence of the fracture induces elevated amplitudes at low frequencies in the coda after the first arrival (150 μs onward, Figure 4b–4d). This fracture-related effect is very narrow banded exhibiting a signature frequency at approximately 0.1 MHz and decays relatively slowly over time. The observed signature frequency is independent of the fracture orientation and used source frequency. Note that the coda for the 45° fracture inclination (Figure 4c) exhibits relatively larger amplitude approximately 0.1 MHz compared with the cases of 30° and 60°.

Because the presence of the fracture leads to elevated amplitudes at low frequencies in the coda (Figure 4b–4d), we now focus on
frequencies less than 0.1 MHz. Figure 5 displays the low-pass filtered receiver time signal representing a frequency band of 0–0.1 MHz. For low-pass filtering, we used a fourth-order Butterworth filter with a cut-off frequency of 0.1 MHz. Within this frequency band, we assume an exponential amplitude decay of the coda over time (i.e., linear decay in the logarithmic plot, Figure 5). Hence, we calculate the decay coefficients using a linear fit (in logarithmic representation) through the first S-wave arrival peak and local maximum peaks of the filtered time signal up to 250 μs. We chose the upper time limit because multiple reflections occur at approximately 300 μs (Figure 4). For the linear fit, we only selected local maximum peaks that are significantly larger than the background signal level. This background level can be inferred from the signal prior to the first P-wave arrival as ≈4 mV (Figure 5); hence, we only used local maxima with an amplitude greater than −3.75 mV.

The resulting decay coefficients based on the $\log_{10}$ data representation (i.e., slope of linear fit in Figure 5) are given in Figure 5 and listed in Table 1 together with the recalculated values for a $\log_e$ data representation. The decay coefficient represents the decay of the coda signal over time. For the fractured samples (Figure 5b–5d), the coda amplitudes decay relatively slowly over time compared with the intact sample, which demonstrates the fracture-related effects (Figure 5). The decay coefficients (in $\log_{10}$ representation) for the fractured samples are lower than for the intact sample (Figure 5; Table 1).

To clearly define temporal quality factor $Q_{\text{temporal}}$, we consider at the exponentially decaying values of the amplitude-versus-time signal $A(t)$ (section 5.5; Aki and Richards, 2002)

$$A(t) = A_0 \exp(-\alpha t), \quad (1a)$$

$$\alpha = \frac{\pi f_r}{Q_{\text{temporal}}} \quad (1b)$$

The temporal quality factor $Q_{\text{temporal}}$ (i.e., inverse measure for temporal decay) can be obtained from the temporal decay coefficient $\alpha$ (in $\log_e$ data representation; Table 1) and the observed characteristic resonant frequency $f_r$.

The temporal quality factor $Q_{\text{temporal}}$ for the fractured samples is similar for different fracture inclination angles and distinctively different from the intact sample (Table 1). This indicates that the relatively large temporal quality factor is due to the presence of the fracture but independent of fracture orientation. In general, low $Q_{\text{temporal}}$ values indicate large dissipation. On first sight, the low $Q_{\text{temporal}}$ value for the intact sample might seem contradictory because we expect stronger attenuation in the fractured samples. However, the temporal quality factor calculated here does not represent attenuation of a propagating wave (the spatial quality factor would do that), but the decay of the coda signal over time. Here, the coda is generated by a resonance effect in the fracture; hence, the temporal quality factor represents the damping of an oscillatory movement. In the intact sample, this resonance effect does not occur; hence, the coda is almost inexistent and decays rapidly (i.e., low $Q_{\text{temporal}}$ value).
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Figure 4. (a) Spectrograms of normalized receiver time signals generated by an S-wave with a dominant source frequency of 1 MHz propagating through the intact sample, and through fractured samples with a fracture inclination angle of (b) 30°, (c) 45°, and (d) 60°, respectively. The color bar represents power spectral density. The vertical dashed line (150 μs) separates the first arrivals (direct P- and S-waves) and the subsequent coda.
Analytical solution

It is critical to realize that the temporal quality factor $Q_{\text{temporal}}$ permits the observation of temporal signal decay at a specific point; it should not be confused with the more commonly used spatial quality factor that describes the spatial decay of a propagating wave. Lipovsky and Dunham (2015) develop analytical solutions relating the aperture (i.e., fracture width) and length of a fracture to the seismically observed characteristic resonance frequency $f_r$ and temporal quality factor $Q_{\text{temporal}}$

$$L = \frac{1}{2} \left[ \frac{\pi \nu}{\left( 1 - v_s \right) \rho} \right]^{2} \frac{Q_{\text{temporal}}^2}{f_r^3} \right]^{1/6},$$

(2)

$$2w = Q_{\text{temporal}} \sqrt{\frac{\nu}{\pi f_r}},$$

(3)

where, for our case, $L$ is the fracture length, $\nu$ is the kinematic viscosity of air, $G_s$ is the shear modulus of Plexiglas, $v_s$ is the Poisson’s ratio of Plexiglas, $\rho$ is the density of air, and $w$ is the fracture half-width. The two factors leading to an exponential amplitude decay of the oscillatory signal in the coda are fluid viscosity and emitted seismic energy (Aki, 1984; Chouet, 1992). Decay in the model of Lipovsky and Dunham (2015) is due to fluid viscosity alone. Using these equations, the observed characteristic resonant frequency $f_r$ and quality factor $Q_{\text{temporal}}$ uniquely constrain the fracture geometry, if the fluid and solid mechanical properties are known. Here, we use the equations to calculate $Q_{\text{temporal}}$ from the known mechanical and geometric parameters used in our laboratory experiment. Table 2 displays the input data for our laboratory case.

The temporal quality factor we obtain from equation 2 ($Q_{\text{temporal}} = 23.2$) is very close to the value derived from our laboratory data ($19.8 < Q_{\text{temporal}} < 21.4$; Table 1); the value we obtain

<table>
<thead>
<tr>
<th>Sample</th>
<th>Decay coefficient in log$<em>{10}$ representation ($\alpha$/$\log</em>{10}$ (10) $\mu$s$^{-1}$) (see Figure 5)</th>
<th>Decay coefficient in log$_e$ representation ($\alpha$ ($\mu$s$^{-1}$) (for equation 1)</th>
<th>Temporal quality factor $Q_{\text{temporal}}$ (from equation 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intact sample</td>
<td>$2.2 \times 10^{-2}$</td>
<td>$5.1 \times 10^{-2}$</td>
<td>6.2</td>
</tr>
<tr>
<td>Fracture at 30°</td>
<td>$6.5 \times 10^{-3}$</td>
<td>$15.0 \times 10^{-3}$</td>
<td>20.9</td>
</tr>
<tr>
<td>Fracture at 45°</td>
<td>$6.4 \times 10^{-3}$</td>
<td>$14.7 \times 10^{-3}$</td>
<td>21.4</td>
</tr>
<tr>
<td>Fracture at 60°</td>
<td>$6.9 \times 10^{-3}$</td>
<td>$15.9 \times 10^{-3}$</td>
<td>19.8</td>
</tr>
</tbody>
</table>

Table 1. Decay coefficients obtained from log$_{10}$ data representation (Figure 5), recalculated decay coefficients in log$_e$ representation (input for equation 1), and temporal quality factor (output from equation 1).

Figure 5. Low-pass filtered receiver time signal with a frequency band of 0–0.1 MHz, representing the coda generated by an S-wave with a dominant source frequency of 1 MHz propagating through (a) the intact sample, and through fractured samples with a fracture inclination angle of (b) 30°, (c) 45°, and (d) 60°, respectively. A fourth-order Butterworth filter with a cut-off frequency of 0.1 MHz was used for low-pass filtering the receiver time signal.
from equation 3 \(Q_{\text{temporal}} = 14.0\) is slightly too low but still in the right order of magnitude. However, equation 3 is based on the fracture aperture \(w\) (i.e., thickness) that is much less precise during fracture manufacturing than the length \(L\) used in equation 2. For example, already for a slightly thicker fracture with \(w = 0.071\) mm, the temporal quality factor increases to \(Q_{\text{temporal}} = 20.0\). In any case, we use the very good match between the analytically derived (Table 2) and the laboratory data derived (Table 1) temporal quality factor as an indicator for the validity of our assumption that the observed signature frequency in the coda (approximately 0.1 MHz) is indeed caused by resonance effects due to Krauklis waves in the fracture.

**DISCUSSION**

In our experiments, the presence of a fracture leads to a spectral peak at a signature frequency of approximately 0.1 MHz (Figures 3 and 4). This fracture-related peak is very narrow banded, decays slowly after the arrival of the direct wave, and its decay coefficient (i.e., temporal quality factor) is independent of the fracture orientation (Figure 5; Table 1); the signature frequency itself is independent of the fracture orientation (Figure 4). Therefore, we interpret this enhanced amplitude to be due to oscillation effects (i.e., resonance) related to Krauklis waves in the fracture. In addition, the resonance frequency is an intrinsic property of the fracture geometry and elastic properties, and it is independent of the dominant source frequency. In addition, the close agreement between the analytically derived and the laboratory derived temporal quality factor supports our interpretation, as the analytical solution (Lipovsky and Dunham, 2015) is based on Krauklis-wave resonance.

Frehner et al. (2009, 2010) and Steeb et al. (2012) develop theoretical models with increasing complexity for seismic waves propagating through media exhibiting medium-internal oscillations. The argument for oscillations are different in these publications, but the models may well be applied to Krauklis-wave oscillation in fractures. All these studies calculate the velocity dispersion and attenuation relations demonstrating a strong frequency-dependent propagation behavior for body waves. In addition, Frehner et al. (2009) develop a dynamic finite-difference model to simulate propagating waves, record seismograms, and calculate a receiver spectrogram (their Figure 5). The spectrogram shows that the incident body wave loses energy triggering the oscillatory system at the resonance frequency. However, after the first arrival of the body wave, the system continues to oscillate with its resonance frequency leading to a very narrow-banded coda that decays exponentially over time. The obvious similarities to our laboratory study further strengthen our interpretation that the observed coda is a result of medium-internal oscillations, in our case resonating Krauklis waves in the fracture.

Figure 4 indicates that the narrow-banded coda signal has a slightly larger amplitude for a fracture inclination of 45° compared with 30° and 60°. This agrees with the numerical study of Frehner (2014), which demonstrates that Krauklis waves initiated by an incident S-wave have the largest amplitude for a fracture inclination of approximately 50° and decreasing amplitudes for smaller and larger inclinations. For larger Krauklis-wave amplitudes, we also expect larger amplitude oscillations in the fracture and ultimately a larger amplitude coda signal. In our laboratory study, we do not consider the amplitude difference between the different inclination angles to be sufficient to infer the fracture orientations from the narrow-banded coda signal. However, in principle it should be possible to infer fracture orientations from coda analysis. In addition, Frehner and Schmalholz (2010) demonstrate that body waves emitted from a fracture due to Krauklis-wave scattering exhibit particular P- and S-wave radiation patterns. Therefore, not only the absolute coda amplitude at one single receiver but also the spatial distribution of coda signals and their P- and S-wave contents, as measured by multiple receivers, might help decipher fracture orientation.

**Scattering effect**

To verify whether scattering effects could contribute to the observed coda signal at 0.1 MHz, we estimate the frequency of dominant scattering in our laboratory setting. Frehner and Schmalholz (2010) and Frehner (2014) present high-resolution numerical models of seismic wave scattering at fractures and show that the main source of scattering is the fracture tips. Therefore, we can assume that the fracture width, and not the fracture length, is the controlling length scale for scattering. Given the S-wave velocity for Plexiglas of 1200 m/s (i.e., wavelength of 12 mm at 0.1 MHz), the ratio between wavelength and scatterer size is 120. This ratio is well above the Rayleigh scattering limit (section 3.14, Mavko et al., 2009). Therefore, we can assume that scattering does not play a significant role at the observed 0.1 MHz coda signal.

**Limitations**

Figure 3 shows that only small amplitudes at the dominant source frequencies arrive at the receiver due to the relatively large intrinsic attenuation of Plexiglas. Therefore, we repeated the measurements with reduced sample lengths (<60 mm, i.e., less than half of our standard samples) and observed larger amplitudes at the source frequency. This implies that the intrinsic attenuation of Plexiglas is causing significant attenuation at the source frequency. For the shorter sample lengths, the low-frequency spectral shapes up to 0.2 MHz are similar to those of 120 mm sample length but with slightly higher absolute magnitudes. Regardless of the attenuation at the source frequency, we chose the longer samples (120 mm) for a clear separation between the direct P- and S-wave arrivals and between the coda and the first body wave reflections.

The major differences between our laboratory setup and the numerical setup of Frehner (2014) are the source and receiver positions, the filling of the fracture, and the source frequency range. The numerical simulations were done in 2D, and a virtual receiver

<table>
<thead>
<tr>
<th>Equation 2</th>
<th>Equation 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L)</td>
<td>25 (\times) 10(^{-3}) m</td>
</tr>
<tr>
<td>(w)</td>
<td>5 (\times) 10(^{-5}) m</td>
</tr>
<tr>
<td>(\nu)</td>
<td>1.6 (\times) 10(^{-5}) m(^2)/s</td>
</tr>
<tr>
<td>(\nu)</td>
<td>1.6 (\times) 10(^{-5}) m(^2)/s</td>
</tr>
<tr>
<td>(G_s)</td>
<td>1.71 GPa</td>
</tr>
<tr>
<td>(f_r)</td>
<td>0.1 MHz</td>
</tr>
<tr>
<td>(P)</td>
<td>1.184 kg/m(^3)</td>
</tr>
<tr>
<td>(v_s)</td>
<td>0.4</td>
</tr>
<tr>
<td>(f_r)</td>
<td>0.1 MHz</td>
</tr>
<tr>
<td>(Q_{\text{temporal}})</td>
<td>23.2</td>
</tr>
</tbody>
</table>

Table 2. Input parameters for equations 2 and 3 and the resulting temporal quality factor \(Q_{\text{temporal}}\).
line is placed parallel to and inside the fracture; in the laboratory experiments, we placed the source and receiver transducers on both ends of the sample. In the numerical simulations, the fracture is filled with water; in the laboratory, the fracture is filled with air. The dominant source frequency in the numerical simulations is in kilohertz, whereas it is in megahertz in the laboratory experiments. Due to these differences, our laboratory results may not be directly comparable with the numerical simulations of Frehner (2014). In particular, the numerical receiver positions are impossible to translate to the laboratory setup; hence, the receiver signals are not comparable. Despite these different setups, our laboratory results coincide with the numerical results (Frehner, 2014), in that, we confirm the largest effect of the fracture in the case of an incident S-wave and at a fracture inclination angle of 45°.

**Implications and possible applications**

We demonstrated that the presence of a fracture causes seismic coda exhibiting a signature frequency. This narrow-banded coda is caused by Krauklis-wave resonance in the fracture, which decays exponentially over time. Based on our observations and interpretations, we propose that seismic coda analysis, in particular in the frequency-time domain, provides useful information about the fracture system. As demonstrated by Lipovsky and Dunham (2015), the signature frequency together with the temporal quality factor constrains the fracture geometry, if the mechanical properties of the rock and fluid are known. In addition, we propose that the analysis of absolute coda amplitudes at a single station and/or the comparison of coda signals at multiple stations provides information about the fracture orientation. In a naturally fractured reservoir, fractures have different sizes and crosscut each other. Compared with our laboratory study on one simplified single fracture, in natural systems, we expect less narrow-banded coda signals (due to different fracture sizes) and more difficult to interpret absolute coda amplitudes and temporal quality factors (due to multiple fracture orientations).

A possible future application in field-scale settings may be time-lapse seismic coda analysis to monitor fracture development during hydrofracturing operations. In addition to standard seismic monitoring techniques (e.g., microseismicity triangulation based on first arrivals), an increase of coda amplitude can indicate fracture density or coda analysis on seismic arrays may help to constrain the dominant fracture orientations. Hydrofracturing operations are particularly suited for Krauklis wave-related studies because the seismic sources are located within the fracture system, which results in large Krauklis-wave amplitudes. Of course, this also applies for nonman-made hydrofracturing situations, such as overpressured magmatic or hydrothermal systems, which also require monitoring.

A second possible application may be coda analysis in active seismic surveys. In this case, the seismic source is outside the fracture system, similar to our laboratory experiments. For an enhanced triggering of Krauklis-wave resonance, we recommend using a seismic source that radiates S-waves. Coda analysis in active seismic surveys may allow inferring fracture density and orientation. The exponential decay of the coda amplitude with time may be used to infer fluid viscosity within a fracture system; hence, coda analysis may help to locate the oil/water and oil/gas contact in a hydrocarbon reservoir. In boreholes, seismic coda analysis may be used to infer fracture damage in the surrounding rock volume.

**CONCLUSION**

In our laboratory study, we recorded receiver signals from propagating ultrasonic waves through a Plexiglas sample without a fracture and samples with a single well-defined fracture with different inclination angles of 30°, 45°, and 60°. The experimental results of an incident P-wave showed that the presence of a fracture has a negligible effect, which does not allow inferring fracture-related properties. In contrast, the experimental results of an incident S-wave confirm that the presence of a fracture leads to resonance effects with a signature frequency, which slowly decay over time in the recorded seismic coda. The signature frequency is an intrinsic property of the fracture geometry and the elastic parameters of the sample and fracture, independent of fracture orientation and dominant source frequency. We interpret this resonance to be caused by Krauklis waves initiated by the incident S-wave, and thereafter propagating back and forth in the fracture. The temporal quality factors obtained from our laboratory study agree very well with a published analytical solution, confirming the validity of our interpretation. The 45° fracture inclination results in relatively larger resonance amplitude compared with the 30° or 60° cases. Based on our observations and interpretations, we conclude that seismic coda analysis can deliver useful fracture-related information, such as fracture geometry (length and width), fracture orientation, or fluid viscosity within fractures.
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